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Abstract—Hospital readmission is a key marker of quality of health care. Notwithstanding its widespread use, however, it remains controversial in part because statistical methods used to analyze readmission, primarily logistic regression and related models, may not appropriately account for patients who die before experiencing a readmission event within the time frame of interest. Toward resolving this, we describe and illustrate the semi-competitive risks framework, which refers to the general setting where scientific interest lies with some nonterminal event (e.g., readmission), the occurrence of which is subject to a terminal event (e.g., death). Although several statistical analysis methods have been proposed for semi-competitive risks data, we describe in detail the use of illness–death models primarily because of their relation to well-known methods for survival analysis and the availability of software. We also describe and consider in detail several existing approaches that could, in principle, be used to analyze semi-competitive risks data, including composite end point and competing risks analyses. Throughout we illustrate the ideas and methods using data on N=49,763 Medicare beneficiaries hospitalized between 2011 and 2013 with a principle discharge diagnosis of heart failure. (Circ Cardiovasc Qual Outcomes. 2016;9:322-331. DOI: 10.1161/CIRCOUTCOMES.115.001841.)
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H ospital readmission is a key marker of quality of health care; it has been used to investigate variation in quality among patients in a broad range of clinical contexts1-10 and has become an important policy measure.11,12 Notwithstanding its widespread use, however, readmission remains controversial as a measure of quality.13-16 Among the concerns raised, whether and how patient deaths are handled in the analyses and reported represents an important challenge. Joynt and Jha, for example, note that “Factoring a hospital’s mortality rate into its readmission-penalty calculation could ensure that the best institutions … are not inappropriately penalized.”15

In the literature, analyses of readmission have generally been conducted with the use of logistic regression models for the binary outcome of readmission within 30 days.17 Such models are also used by Centers for Medicare and Medicaid Services in their calculation of risk-adjusted readmission rates.18 Practically, if a patient dies within the 30-day interval before experiencing a readmission event, they are counted as not having experienced the event throughout the interval. That is, person-time after death contributes to the analysis of readmission, even though a patient, by definition, cannot experience a readmission during this time. Arguably, a more appropriate approach would be to explicitly treat death as a competing force that is considered simultaneously with readmission. To this end, researchers could, in principle, use competing risks analysis.19-22 One key feature of these methods is that they are specifically designed for settings where patients can experience one of the several so-called terminal events, terminal in the sense that if a patient experiences an event of any given type, they cannot subsequently experience an event of any other type. Readmission, in contrast, is nonterminal, in the sense that the occurrence of a readmission event does not preclude the patient from death. Consequently, although a typical data set will contain some information on dependence between readmission and death, competing risks analyses do not make use of it.

As an alternative, this article considers embedding the analysis of readmission within the semi-competitive risks framework.23,24 As we elaborate on, a key benefit of this framework is the explicit use of information on the timing of readmission events post death which provides a means to acknowledge and characterize dependence between the 2 events. In addition to describing semi-competitive risks data and analysis, we describe a range of well-known methods that analysts may consider, including the use of a composite end point. As we emphasize throughout, key differences across the various methods we present lie in the interpretation of the model components as well as the extent to which information on the dependence between the 2 events is exploited. Although the ideas and methods are useful in a broad range of settings, we illustrate them using data on N=49,763 Medicare beneficiaries hospitalized between 2011 and 2013 with a principle discharge diagnosis of heart failure.
Semi-Competing Risks Data

**General Structure**

Semi-competing risks refers to the setting where primary interest lies with some nonterminal event, the occurrence of which is subject to a terminal event. Although we focus on hospital readmission as the nonterminal event, the notion is much more general and could refer to the incidence or recurrence of any health outcome, the discontinuation of treatment, or dropout. Typically, the terminal event is death, although it can also refer to other phenomena. For example, one could view treatment discontinuation as terminal if the nonterminal event is a treatment-related toxicity.

Intuitively, one can think of patients in the semi-competing risks setting as transitioning through a series of states. For example, in the Medicare data, we present that patients are initially in a discharged state (see Figure 1A). As time progresses, a patient could transition into the state of being readmitted or of being dead. If a patient transitions into the readmitted state, they could subsequently transition into the dead state, although these transitions cannot occur in the reverse order.

**Medicare Data**

Table 1 reports on N=49763 Medicare fee-for-service beneficiaries aged ≥65 who were hospitalized between 2011 and 2013 and subsequently discharged with a principle diagnosis of heart failure at one of the 141 hospitals in the 6 New England states (Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont). Additional eligibility criteria for inclusion were that patients had at least 12 months of prior enrollment in Medicare Part A, had not transferred to some other acute care facility, and had been discharged to their home, an intensive care, or skilled nursing facility or to some other acute care facility, and had been discharged to hospice care. Applying these criteria, some patients had >1 eligible hospitalization between 2011 and 2013; for the purposes of this article, we selected one hospitalization at random.

Table 1 also provides a summary of 30-day outcomes, overall and within levels of the factors reported. From the first row, we see 2.8% of patients experienced a readmission event and subsequently died within 30 days. We also see that 15.7% experienced a readmission event without subsequently dying within 30 days, so that the overall 30-day readmission rate was 18.5%. Similarly, combining the patients who experienced both events within 30 days with the 7.0% who died with 30 days without a readmission event, the overall 30-day mortality rate was 9.8%. Focusing on the 7.0% of patients who died within 30 days without a readmission event, Figure 2 provides a histogram of the death times for this group; nearly half of the 3504 patients (48.2%) died within 1 week and more than two thirds (69.6%) within 2 weeks.

Finally, we note that 74.4% of patients did not experience either event during the 30-day interval post discharge and were therefore censored. Most of these patients were censored administratively at 30 days, although a small percentage (2.2%) lost their fee-for-service eligibility before experiencing either event and before the 30-day mark; in the analyses presented below, person-time for these patients was censored accordingly.

Beyond the overall rates, Table 1 reveals substantial variation in the distribution of the 4 outcome types across levels of certain factors. We see, for example, that the rates at which patients are readmitted within 30 days post discharge decrease from 18.1% among patients aged 65 to 74 years to 12.0% among patients aged ≥95 years. Furthermore, this decrease is accompanied by a substantial increase in the rate of death without readmission (from 3.3% to 14.6%) and an increase in the rate of death with readmission (from 1.9% to 3.5%). In contrast, the rates at which patients are experiencing a readmission event, a death event, or both are all increasing as the length of stay for the initial hospitalization stay increases; correspondingly, the rate at which patients are surviving to 30 days without either event decreases dramatically from 79.1% among those whose stay was 1 to 3 days to 58.7% among those whose stay was ≥14 days. Finally, we find considerable variation in the distribution of the 4 outcome types across levels of discharge destination. Perhaps, most dramatic is the low readmission rate among patients discharged to a hospice facility (1.8% overall), although the rate at which patients are experiencing a death event without readmission is high (71.9%). Across the other 3 major discharge destinations, considerable variation exists in the rate at which patients die without a readmission event (1.5%–9.6%), as well as in the rate at which patients experience both events (1.2%–5.1%).

**The Illness–Death Model**

To formalize the structure of semi-competing risks data, let \( T_1 \) denote the time to the nonterminal event and \( T_2 \) the time to...
the terminal event. The central challenge in analyzing semi-competing risks data is in developing an interpretable model for $T_1$ while simultaneously acknowledging potential dependence between $T_1$ and $T_2$. In the statistical literature, several methods for the analysis of semi-competing risks data have been recently proposed.21,23–33 In this article, we focus on one of these approaches, the illness–death model. Although other methods are mentioned briefly in the Discussion, we focus on the illness–death model because it builds naturally and intuitively on well-known methods for survival analysis in standard settings and because software is readily available.

Toward formally describing the illness–death, consider again Figure 1A. Viewing $T_1$ and $T_2$ as time-to-event outcomes, one can specify the rates at which patients transition between the 3 states using 3 transition-specific hazard functions:

$$h_1(t_1) = \lim_{\Delta \to 0} P(t_1 \leq T_1 < t_1 + \Delta | T_1 \geq t_1, T_2 \geq t_1)/\Delta, t_1 > 0$$  

$$h_2(t_2) = \lim_{\Delta \to 0} P(t_2 \leq T_2 < t_2 + \Delta | T_1 \geq t_1, T_2 \geq t_2)/\Delta, t_2 > 0$$  

$$h_3(t_2 | t_1) = \lim_{\Delta \to 0} P(t_2 \leq T_2 < t_2 + \Delta | T_1 = t_1, T_2 \geq t_2)/\Delta, 0 < t_1 < t_2$$

Collectively, the 3 hazard functions given by Equations 1–3 can be shown to define the joint distribution of $(T_1, T_2)$ as consisting of 2 components.24,29 From Figure 3, the first component corresponds to instances where both events are experienced. That is, it indicates the distribution on the so-called upper wedge on which $T_1 < T_2$ (ie, a readmission event is observed before a death event). The second component corresponds to instances where only a death event is experienced. Mathematically, because the induced joint distribution on the upper wedge does not integrate to 1.0, the balance of probability is attributed along the line $T_1 = \infty$. As discussed by Xu et al,29 this strategy is, arguably, preferable to analysis strategies.

### Table 1. Patient Characteristics and 30-Day Outcomes for N=49573 Medicare Beneficiaries Hospitalized in 1 of the 6 New England States Between 2011 and 2013 and Discharged With a Principle Diagnosis of Heart Failure

<table>
<thead>
<tr>
<th>Distribution</th>
<th>30-Day Outcomes, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Total</td>
<td>49763</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>27775</td>
</tr>
<tr>
<td>Male</td>
<td>21988</td>
</tr>
<tr>
<td>Age, y</td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>10590</td>
</tr>
<tr>
<td>75–84</td>
<td>16160</td>
</tr>
<tr>
<td>85–94</td>
<td>19851</td>
</tr>
<tr>
<td>95+</td>
<td>3162</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>46412</td>
</tr>
<tr>
<td>African American</td>
<td>1979</td>
</tr>
<tr>
<td>Other</td>
<td>1372</td>
</tr>
<tr>
<td>Length of stay, days</td>
<td></td>
</tr>
<tr>
<td>1–3</td>
<td>20528</td>
</tr>
<tr>
<td>4–6</td>
<td>17847</td>
</tr>
<tr>
<td>7–13</td>
<td>9626</td>
</tr>
<tr>
<td>14+</td>
<td>1762</td>
</tr>
<tr>
<td>Discharge location</td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>13899</td>
</tr>
<tr>
<td>Home with care</td>
<td>17993</td>
</tr>
<tr>
<td>ICF/SNF</td>
<td>16332</td>
</tr>
<tr>
<td>Hospice</td>
<td>1639</td>
</tr>
</tbody>
</table>

ICF indicates intensive care facility; and SNF, skilled nursing facility.
that assume some latent distribution for \((T_1, T_2)\) on the lower wedge for which \(T_1 > T_2\).

Although expressions 1–3 formally define the 3 hazard functions, as in standard survival analyses, one can adopt model structure for each to examine covariate effects and to obtain estimates of absolute risk. By far, the most common structure is the Cox model.\(^{34}\) In the semi-competing risks context, the basic Cox model set up can be extended as follows:

\[
h_1(t_1|\gamma_i, X_i) = \gamma_i h_{01}(t_1) \exp(X_i^T \beta), t_1 > 0
\]

(4)

\[
h_2(t_2|\gamma_i, X_i) = \gamma_i h_{02}(t_2) \exp(X_i^T \beta), t_2 > 0
\]

(5)

\[
h_3(t_2|t_1|\gamma_i, X_i) = \gamma_i h_{03}(t_2|t_1) \exp(X_i^T \beta), 0 < t_1 < t_2
\]

(6)

where \(\gamma_i\) is a patient-specific frailty and \(X_i\) is a vector of patient-specific covariates.\(^{24,29}\) In expression 4, \(h_{01}(t)\) denotes the baseline hazard function (ie, the hazard for a population of patients with \(X=0\)) for readmission from discharge, whereas \(\beta\) denotes the vector of log hazard ratios (HRs) that characterize the effects of \(X\) on the hazard for readmission from discharge. More specifically, the \(j\)th component of \(\exp(\beta)\) can be interpreted as the HR for readmission corresponding the \(j\)th covariate in \(X\) conditional on the fact that a death event has not occurred, holding the remaining elements of \(X\) and \(\gamma\) fixed. Similarly, \(h_{02}(t)\) in expression 5 denotes the baseline hazard function for death from discharge, whereas the components of \(\exp(\beta)\) can be interpreted as HRs for death corresponding to the covariates in \(X\) conditional on the fact that a readmission event has not occurred. Finally, \(h_{03}(t_2|t_1)\) in expression 6 corresponds to the conditional baseline hazard function for death, given that a readmission event occurred at time \(t_1\) and \(\exp(\beta)\) denotes the analogous HR parameters.

Additionally, each transition-specific model includes a shared patient-specific frailty, denoted \(\gamma_i\). These frailties are analogous to random effects in mixed effects models for
longitudinal,\(^3\) in that they serve as a device for accounting for residual correlation between \(T_1\) and \(T_2\) because of the collective impact of patient-specific covariates not included in \(X\). Although useful for the purposes of inference, it is important to note that their inclusion has an impact on the interpretation of the regression coefficients. Specifically, in addition, acknowledging the cause-specific nature of hazards 4–6, one should acknowledge that \(\beta_3\), \(\beta_4\), and \(\beta_5\) are patient-specific and, therefore, distinct from their marginal counterparts. From a practical perspective, the patient-specific frailties are typically assumed to arise from a Gamma(\(\theta, \gamma\)) distribution, parameterized so \(E[\gamma]=1\) and \(V[\gamma]=0\). As in standard mixed effects models, the variance of the frailties dictates the extent of induced correlation between \(T_1\) and \(T_2\) and can be estimated and reported along with the other components of the model.

Finally, analyses for the illness–death model can proceed either within the frequentist\(^5\) or Bayesian paradigms,\(^3,4\) allowing analysts to either adopt a parametric distribution for the 3 baseline hazard functions (eg, a Weibull) or specify them nonparametrically. As a function of 2 continuous variables, \(h_{00}(t_1|t_1)\) has the potential to be complex and therefore difficult to specify parametrically or estimate nonparametrically. In practice, analysts resolve this by making 1 of 2 simplifying assumptions. In the first, \(h_{00}(t_1|t_1)\) is assumed to be independent of \(t_1\) so that expression 6 becomes:

\[
h_t(t_1|\gamma_1, X) = \gamma_1 h_{00}(t_2) \exp(\mathbf{x}^\top \mathbf{\beta_1}), 0 < t_2
\]

This representation is often referred to as the Markov model because it does not depend on the timing of the readmission event. Intuitively, one can interpret this model as stating that a patient’s risk for death at any given time post discharge, say \(t_2\), is initially governed by the hazard given in expression 5; if and when they experience a readmission, their risk for death is subsequently governed by the hazard given in expression 7. An alternative to the Markov assumption is one where expression 6 is replaced by

\[
h_t(t_2|t_1, \gamma_1, X) = \gamma_1 h_{00}(t_2-t_1) \exp(\mathbf{x}^\top \mathbf{\beta_1}), 0 < t_1 < t_2
\]

so that the risk of death at a given time post discharge for a patient who has experienced a readmission event at time \(t_1\) depends on the time since readmission (ie, \(t_2-t_1\), the so-called sojourn time), rather than the time since discharge. This representation is referred to as the Semi-Markov model. Generally, when choosing between these specifications, the primary consideration will be the extent to which model 7 or model 8 better characterizes risk post readmission from either the perspective of scientific plausibility or in terms of goodness-of-fit, or possibly both.

**Alternative Analysis Strategies**

To clarify the importance of specific features of the illness–death model, it is instructive to consider alternative modeling strategies that analysts will generally be familiar with and may use to analyze semi-competing risks data.

**Univariate Logistic Regression**

As mentioned in the Introduction, analyses of readmission are typically conducted using logistic regression models. To formalize this, let \(Y=0/1\) indicate whether the \(i\)th patient was readmitted within 30 days post discharge. The logistic regression model relating \(X\) to \(Y\) is given by:

\[
\logit P(Y_i = 1|X_i) = \mathbf{X}^\top \mathbf{\alpha}
\]

In the presence of death as a competing risk, however, the interpretation of results based on this model is complicated by the fact that it specifies a patient’s risk as being linear on the logit scale throughout the 30-day window, even though such an assumption is not well-defined if a patient has died before the 30-day mark. Consequently, even though one can fit the model (in the sense of running some computer code), the estimates correspond to some mixture of the effect of \(X\) for patients who were at risk throughout and the effect of \(X\) for patients who could not have experienced the event during portions of person-time.

**Univariate Survival Analysis**

To explicitly acknowledge when a patient is at risk to experience the nonterminal event during the 30-day interval, one could use standard survival analysis methods. In terms of regression analyses, one way forward would be to build a model for the marginal hazard of readmission:

\[
h^*(t_i) = \lim_{\Delta \to 0} P(t_i \leq T_i < t_i + \Delta | T_i \geq t_i) / \Delta, t_i > 0
\]

Note, we refer to this hazard as marginal in the sense that it does not condition on death as a competing risk and is therefore distinct from the hazard given by expression 1. Typically, researchers model marginal hazard functions with a univariate Cox model, such as

\[
h^*(t_i | \mathbf{X}_i) = h_{00}^*(t_i) \exp(\mathbf{X}_i^\top \mathbf{\beta})
\]

In addition to not conditioning on death as a competing risk, we note that, in contrast to expression 4 for the illness–death model, the specific choice of expression 11 does not include a patient-specific frailty. Hence, although \(\beta_2^*\) and \(\beta_3^*\) both speak to the association between \(X\) and readmission, their precise interpretations differ, and they may or may not be numerically the same.

Operationally, estimation for model 11 typically proceeds on the basis of the usual partial likelihood treating death as a censoring mechanism. An important drawback of this approach, however, is that if there is dependence between readmission and death (as noted in Table 1), then the resulting estimate will not be guaranteed to be consistent for \(\beta_3^*\), although assuming proportional hazards holds, it will be consistent for its cause-specific counterpart (see later). In this sense, caution is needed to ensure an appropriate interpretation of the results.

**Composite End Points**

Instead of treating death as a censoring mechanism, analysts may consider incorporating it as a component of the outcome by defining and analyzing a composite end point.\(^3\) Toward this, let \(T_c = \min(T_1, T_2)\) denote the time from discharge to the
first of readmission or death. One could perform a standard survival analysis for \( T_c \) by fitting the model:

\[
h(t_c | \mathbf{X}_c) = h_{0c}(t_c) \exp(\mathbf{X}_c^T \beta_c)
\]

(12)

Assuming that the remaining forms of censoring are independent, estimation and inference for \( \beta_c \) could proceed as usual. The main drawback of this approach, however, is that the interpretation of \( \beta_c \) requires viewing it as a mixture of the effects of \( \mathbf{X} \) on both readmission and death, so that scientific attention is shifted away from readmission as the primary outcome. Consequently, in attempting to resolve a statistical issue, the primary scientific questions have been altered.

**Competing Risks Analysis**

Finally, analysts could use the competing risks framework, specifically building models for the 2 hazards of the subdistribution or 2 cause-specific hazard functions.\(^{19-22,37}\) Focusing on the cause-specific hazard functions, an analysis could proceed by fitting the following 2 models:

\[
h_1(t_1 | \mathbf{X}_1) = h_{01}^*(t_1) \exp(\mathbf{X}_1^T \beta_1^*), t_1 > 0
\]

(13)

\[
h_2(t_2 | \mathbf{X}_2) = h_{02}^*(t_2) \exp(\mathbf{X}_2^T \beta_2^*), t_2 > 0
\]

(14)

for the 2 cause-specific hazards given by expressions 1 and 2. As with \( \beta^* \) in expression 11, the superscript * has been added to emphasize the distinction between the components in Equations 13 and 14 from the corresponding components in Equations 4 and 5. For example, although both \( \beta_1 \) and \( \beta_1^* \) are cause-specific parameters, the interpretation of \( \beta_1 \) also requires acknowledging the fact that the model conditions on the patient-specific frailties. As such, \( \beta_1 \) and \( \beta_1^* \) may not be equivalent numerically. Nevertheless, one could proceed with estimation and inference for either cause-specific hazard function by using the standard partial likelihood treating the other event as a censoring mechanism. The primary drawback of applying the competing risks framework to the study of readmission, however, is that postreadmission death events and their timing are ignored (see Figure 1B). That is, information that could be used to inform an understanding of dependence between readmission and death, and hence joint distribution of the 2 events, is essentially thrown away.

**Results**

Here we present results from a series of analyses that apply the methods discussed earlier to \( N=49,763 \) Medicare beneficiaries. For all analyses, we considered the factors listed in Table 1, together with an indicator of the New England state in which the hospitalization occurred. For simplicity, we take the baseline hazard functions for all survival models to be structured according to a Weibull distribution, although note that current methods and software permit a more flexible specification.\(^{34}\) Furthermore, we restrict attention to results for the illness–death model based on the Markov specification for \( h_1(t_1 | t_c) \), given by expression 7. Finally, all of the analyses were conducted using the freely available SemiCompRisks package for R.\(^{38}\)

Focusing on the univariate analyses, Table 2 shows that the general conclusions based on the logistic regression analysis and the survival analysis with readmission as the primary outcome are very similar (see the first 2 sets of columns). Both analyses, for example, indicate small-to-moderate associations for sex and age and a strong association for length of stay. In regard to discharge destination, although there is little evidence of a meaningful difference in risk for readmission between patients discharged to home without care and those discharged to either an intensive care facility or skilled nursing facility (eg, HR 1.05; 95% confidence interval 1.00–1.10), patients discharged to their home without care have significantly lower risk of readmission than those with care (eg, HR 0.87; 95% confidence interval 0.67–0.98). This is, arguably, because of unadjusted case-mix differences, specifically in the distribution of comorbid conditions, patients being discharged to their home without care are likely healthier than those discharged to their home with care and, therefore, less likely to be readmitted.

From the results for the composite end point analysis (see the third set of columns), we see a dramatic shift in the hospice association (HR 5.95; 95% confidence interval 5.58–6.36), suggesting that death plays an important role in the analysis of these patients. A similar but less dramatic shift is also seen for the intensive care facility/skilled nursing facility association: in contrast to the nonsignificant association when readmission is taken as the outcome, the association is statistically significant under the composite end point analysis (HR 1.28; 95% 1.22–1.33).

Although a comparison across the univariate analyses provides insight into the role that death plays in the analysis of readmission, the results from the illness–death model provide a more formal assessment. Focusing on the variable component, there is clear evidence of between-patient heterogeneity that is not accounted for by \( \mathbf{X} \) and, consequently, that \( T_c \) and \( T_t \) are positively correlated: \( \theta \) is estimated to be 2.60 (95% confidence interval 2.34, 2.89), and a likelihood ratio test for the inclusion of the patient-specific frailties into the model\(^{39}\) was found to be highly statistically significant \((P<0.001)\). The practical impact of this can be seen in several of the risks factors, most notably the length of stay and the discharge destination variables. We see, for example, substantive differences in the effects of a 7- to 13-day stay (HR 1.47 versus 1.31) and a stay of 14 days or longer (HR 2.03 versus 1.63). We also find substantive differences in the effects of being discharged to an intensive care facility/skilled nursing facility; under the univariate analysis, the HR is estimated to be 1.05 and is not statistically significant; under the semi-competing risks analysis, it is estimated to be 1.13 and is statistically significant. Also of note is that for several of the risk factors, there are meaningful differences in the associations for death pre- and post-readmission. This is most evident for the length of stay and discharge destination variables but also manifests for African Americans. That these differences exist also speaks to the dependence between readmission and death as outcomes.

Finally, Figure 4 provides results for the baseline survivor function corresponding to \( h_0(t_c) \) in expression 4 and denoted...
Note that this function is the readmission-specific survivor function for a white, female patient aged 65 to 74 years, admitted to a hospital in MA for heart failure, hospitalized for no longer than 3 days, and subsequently discharged alive to their home with care. Overall, the univariate survival analysis generally indicates better (baseline) survival, with respect to readmission, across the first 30 days post discharge relative to that indicated by the semi-competing risks analysis. This overestimation is likely because of the univariate analysis erroneously assuming death to be an independent censoring mechanism. Given the strong evidence of dependence between readmission and death, this assumption is likely unrealistic. Nevertheless, the univariate analysis, intuitively, takes patients who do not die to be representative of those who do die, a consequence being that the higher (latent) risk for readmission among those who die is not accounted for adequately. In the semi-competing risks analysis, however, the dependence between readmission and death is formally part of the model specification, so that the higher (latent) risk for readmission among those who die is taken into account; hence, the baseline survivor function for readmission is estimated to be lower.

### Discussion

In this article, we reviewed the semi-competing risks framework as a means investigating variation in risk for a non-terminal event in settings where occurrence of the event is subject to a terminal event. We have also described a range of approaches that researchers may use to analyze semi-competing risks data. In principle, each of these approaches estimates different quantities (as highlighted by the notation we adopt), so that they could be viewed as addressing different scientific questions. As we have elaborated on, however, the potentially informative role that death plays as a dependent competing risk, both in terms of the impact on parameter

### Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Univariate Analyses</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>Survival Analysis</td>
<td></td>
<td>Semi-Competing Risks Analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OR 95% CI</td>
<td>HR 95% CI</td>
<td></td>
<td>OR 95% CI</td>
<td>HR 95% CI</td>
<td>OR 95% CI</td>
<td>HR 95% CI</td>
<td>OR 95% CI</td>
<td>HR 95% CI</td>
<td>OR 95% CI</td>
<td>HR 95% CI</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>Readmission</td>
<td></td>
<td></td>
<td></td>
<td>Readmission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>1.06</td>
<td>(1.01, 1.11)</td>
<td>1.07</td>
<td>(1.02, 1.11)</td>
<td>1.11</td>
<td>(1.07, 1.15)</td>
<td>1.11</td>
<td>(1.05, 1.17)</td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Age, y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>0.89</td>
<td>(0.84, 0.95)</td>
<td>0.91</td>
<td>(0.86, 0.96)</td>
<td>0.98</td>
<td>(0.93, 1.03)</td>
<td>0.90</td>
<td>(0.84, 0.97)</td>
</tr>
<tr>
<td>75–84</td>
<td>0.89</td>
<td>(0.84, 0.95)</td>
<td>0.91</td>
<td>(0.86, 0.96)</td>
<td>0.98</td>
<td>(0.93, 1.03)</td>
<td>0.90</td>
<td>(0.84, 0.97)</td>
<td>1.40</td>
<td>(1.2, 1.62)</td>
<td></td>
</tr>
<tr>
<td>85–94</td>
<td>0.86</td>
<td>(0.80, 0.91)</td>
<td>0.89</td>
<td>(0.84, 0.94)</td>
<td>1.01</td>
<td>(0.96, 1.07)</td>
<td>0.89</td>
<td>(0.83, 0.96)</td>
<td>1.93</td>
<td>(1.67, 2.23)</td>
<td></td>
</tr>
<tr>
<td>95+</td>
<td>0.71</td>
<td>(0.64, 0.80)</td>
<td>0.78</td>
<td>(0.70, 0.86)</td>
<td>1.07</td>
<td>(0.99, 1.16)</td>
<td>0.82</td>
<td>(0.72, 0.93)</td>
<td>3.30</td>
<td>(2.75, 3.97)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>0.93</td>
<td>(0.83, 1.05)</td>
<td>0.93</td>
<td>(0.83, 1.03)</td>
<td>0.88</td>
<td>(0.80, 0.97)</td>
<td>0.89</td>
<td>(0.78, 1.02)</td>
</tr>
<tr>
<td>African American</td>
<td>0.93</td>
<td>(0.83, 1.05)</td>
<td>0.93</td>
<td>(0.83, 1.03)</td>
<td>0.88</td>
<td>(0.80, 0.97)</td>
<td>0.89</td>
<td>(0.78, 1.02)</td>
<td>0.60</td>
<td>(0.45, 0.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.01</td>
<td>(0.88, 1.15)</td>
<td>1.02</td>
<td>(0.90, 1.15)</td>
<td>0.98</td>
<td>(0.88, 1.09)</td>
<td>1.05</td>
<td>(0.89, 1.23)</td>
<td>0.82</td>
<td>(0.60, 1.12)</td>
<td></td>
</tr>
<tr>
<td>Length of stay, d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–3</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>1.13</td>
<td>(1.07, 1.19)</td>
<td>1.12</td>
<td>(1.06, 1.17)</td>
<td>1.11</td>
<td>(1.06, 1.16)</td>
<td>1.15</td>
<td>(1.08, 1.22)</td>
</tr>
<tr>
<td>4–6</td>
<td>1.31</td>
<td>(1.23, 1.40)</td>
<td>1.31</td>
<td>(1.24, 1.39)</td>
<td>1.41</td>
<td>(1.34, 1.47)</td>
<td>1.47</td>
<td>(1.37, 1.59)</td>
<td>1.97</td>
<td>(1.76, 2.22)</td>
<td></td>
</tr>
<tr>
<td>7–13</td>
<td>1.63</td>
<td>(1.45, 1.83)</td>
<td>1.63</td>
<td>(1.47, 1.80)</td>
<td>1.73</td>
<td>(1.59, 1.88)</td>
<td>2.03</td>
<td>(1.76, 2.34)</td>
<td>2.79</td>
<td>(2.31, 3.38)</td>
<td></td>
</tr>
<tr>
<td>14+</td>
<td>1.80</td>
<td>(1.65, 2.00)</td>
<td>1.80</td>
<td>(1.65, 2.00)</td>
<td>1.80</td>
<td>(1.65, 2.00)</td>
<td>1.80</td>
<td>(1.65, 2.00)</td>
<td>1.80</td>
<td>(1.65, 2.00)</td>
<td></td>
</tr>
<tr>
<td>Discharge destination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>0.75</td>
<td>(0.71, 0.80)</td>
<td>0.77</td>
<td>(0.72, 0.81)</td>
<td>0.75</td>
<td>(0.71, 0.79)</td>
<td>0.70</td>
<td>(0.65, 0.75)</td>
</tr>
<tr>
<td>Home with care</td>
<td>0.75</td>
<td>(0.71, 0.80)</td>
<td>0.77</td>
<td>(0.72, 0.81)</td>
<td>0.75</td>
<td>(0.71, 0.79)</td>
<td>0.70</td>
<td>(0.65, 0.75)</td>
<td>0.51</td>
<td>(0.44, 0.61)</td>
<td></td>
</tr>
<tr>
<td>ICF/SNF</td>
<td>1.02</td>
<td>(0.97, 1.08)</td>
<td>1.05</td>
<td>(1.00, 1.10)</td>
<td>1.28</td>
<td>(1.22, 1.33)</td>
<td>1.13</td>
<td>(1.06, 1.21)</td>
<td>2.95</td>
<td>(2.65, 3.29)</td>
<td></td>
</tr>
<tr>
<td>Hospice</td>
<td>0.07</td>
<td>(0.05, 0.10)</td>
<td>0.18</td>
<td>(0.13, 0.26)</td>
<td>5.95</td>
<td>(5.58, 6.36)</td>
<td>0.63</td>
<td>(0.43, 0.93)</td>
<td>151.8</td>
<td>(126.2, 182.6)</td>
<td></td>
</tr>
</tbody>
</table>

ICF indicates intensive care facility; and SNF, skilled nursing facility. Adjusted for state.
interpretation and estimation, requires specific consideration. Although our goal is not to be prescriptive in the analysis of semi-competing risks data (arguably, the science should play the most important role in how to move forward), we think that key benefits of the semi-competing risks framework are that (1) estimates of risk factor associations for the nonterminal event explicitly account for the terminal event as a dependent competing risk; (2) statistical inference accounts for within-patient correlation between the 2 event times via the use of patient-specific frailties; and (3) the quantification of the dependence via the variance component \( \theta \) and the interplay between \( h_2(t_2) \) and \( h_3(t_2|t_1) \).

Throughout this article, we have focused on the estimation of covariate effects on the risk of readmission while considering the potential role that death plays in the analysis. Although covariate effects are of interest in a broad range of settings, they are not always of primary interest. In the context that motivates the application, we present, for example, that primary interest lies with characterizing and understanding variation in hospital-specific readmission rates. Toward this, appropriate modeling of covariate effects remains crucial because its purpose is to ensure control for case-mix adjustment. Nevertheless, the extent to which the semi-competing risks framework provides improved characterization of between-hospital variation in readmission rates over, say, the competing risks framework is not known and is the subject of our on-going research. Given the inherent inability of competing risks analyses to identify dependence between events, the semi-competing risks framework has substantial promise in efforts to investigate how hospital-specific readmission and mortality rates vary jointly.

Although the Medicare data and analyses we present serve primarily to illustrate the ideas and methods, several aspects of the example deserve comment. First, our analyses do not attempt to incorporate a comprehensive risk adjustment such as one based on using the Centers for Medicare and Medicaid Services-hierarchical condition categories model\(^{42} \) risk score, nor do they include other risk factors for readmission or death, such as whether the patient had a do-not-resuscitate order. Including these into the models would likely change the results in Table 2 and Figure 4, specifically by accounting for some of the between-patient variation currently absorbed by the patient-specific frailties. Second, the methods and analysis of the Medicare data set assumes \( X \) to be the same for all 3 transition-specific hazards. This restriction is not necessary, either theoretically or with respect to use of the code available in the SemiCompRisks package. As such, analysts may choose to include different sets of covariates into the 3 models as appropriate for their specific scientific contexts. Third, for simplicity, we restrict attention to the Weibull distribution for the baseline hazard functions in all analyses. Although often considered reasonable, the Weibull distribution will not be sufficiently flexible in all settings. Recent work in the statistical literature, however, provides methods that permit researchers to either avoid specifying the baseline hazard functions\(^{29} \) (as is typically done for the Cox model) or to specify very flexible shapes.\(^{24,43} \) Examination and comparison of model fit across alternative specifications, a critical feature of most analyses, would help in deciding modeling assumptions are reasonable. Although methods toward this have been developed in the competing risks context,\(^{44} \) to the best of our knowledge, they have not in the semi-competing risks context and is therefore an important avenue for future work.

Beyond extensions that permit flexible specification of the baseline hazard function, the statistical literature is rich with methods for a broad range of settings that build on the
one presented here. For example, methods exist to accommodate more general multistate data structures, including those for settings where the time frame is relatively long and the nonterminal event is potentially recurrent (eg, if interest lies with patients’ experience in the first year postdischarge then they may experience in more than one readmission)\textsuperscript{45,46} and there are >1 type of nonterminal event.\textsuperscript{30,47} Beyond the multistate approach, 2 other general frameworks have been proposed in the literature. Briefly, instead of directly modeling the transition-specific hazard functions, the first of these frameworks considers the 2 marginal event-specific survivor functions.\textsuperscript{23,48,49} These are then linked via a copula, a mathematical construct used to specify the joint distribution of 2 variables (and, hence, their dependence). The second framework is grounded in the principles of causal inference, specifically principle stratification, so that the focus is on defining and estimating causal effects of a particular treatment.\textsuperscript{50,51} As mentioned, the choice to focus on the illness–death model was primarily because its relation to well-known methods for survival analysis and the availability of software. Although we view all of these methods as being complementary in helping researchers address a broad range of scientific questions, a more comprehensive comparison of these methods represents an important ongoing extension of our work.
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